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Abstract: Palatoplasty, or the surgical treatment of children born with cleft palate, is
continuously evolving, and there are several preoperative issues that a cleft surgeon needs
to consider before embarking on a palatal surgery. Hence, cleft palate surgery remains an
enigma for most cleft surgeons. The proposal aims to cater to millions of underprivileged
infants and adults by lowering the treatment cost in the diagnosis and pre-surgery ther-
apy. This work proposes a 3D imaging technology based on deep learning that provides
a comprehensive recording of the facial morphology that lends itself to the objective and
subjective assessment of cleft palate repair surgery.
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1 Introduction.

A Cleft Palate is a congenital disability where a child is born with an opening in the roof
of the mouth (the palate) where a defect exists in the hard or soft palate, which leaves
a hole between the nose and the mouth. Cleft is one of the most commonly occurring
congenital disabilities globally, affecting about 1 in every 500-750 live births. Peterson-
Falzone, Sally J., et al. [1] Cleft is usually diagnosed by directly examining the inside of
the baby’s mouth, which is time-consuming, requires the cooperation of the patient (both
the newborn the parents), possesses the risk of further injury, and only identifies the
most apparent disproportions of the face due to limited visual perspective provided by the
traditional imaging tools.

Recent developments in Al has opened doors to new possibilities in the healthcare
sector with the emerge of computer vision techniques many research labs are working on to
perform supervised and unsupervised methods for building solutions such as, “Identifying
Dental Caries using edge diagnostic tools implementing convolution neural networks and
self back propagation techniques in Dentistry.” Fadhillah, Excel Daris, et al. [2] Similar
applications were based on an exercise where, “The depth in a 2D image was analyzed
using a Siamese Network to learn facial key points delivering high resolution depth maps
for facial feature retention in 3D structure”. Pini, Stefano, et al. [3]

Due to the therapeutic difficulties in this area, numerous alternatives have been put
up. Bone substitutes should ideally be bio-compatible, undergo remodeling, have a low
fibrotic response, and support bone neoformation. Technically speaking, artificial bone



substitutes should be just as strong as the cortical and cancellous bone they are meant to
replace. In order to overcome these limitations recent works in developing bio-materials
suggests promising results in tissue engineering and cleft palate reconstruction. Materials
such as biomimetics ( synthesis of materials which mimic biological processes) made us-
ing bioceramics, polymers and composites are favorable in reconstruction and treatment.
Martin-del-Campo, et al. [4] Brézulier, Damien, et al. [5] The creation of three-dimensionally
customized bone replacement grafts is still in its infancy. To develop a novel approach we
will need to explore more on what has already been done and devise a deep learning algo-
rithm which is reliable, cost effective and high precision.

2 State Of the Art.

Cleft palates have a significant impact on children’s and teenagers’ quality of life, despite the
fact that they cannot yet be totally prevented. Deep learning has been extensively used in
many medical fields, including robotic surgery assistance, semantic segmentation of medical
images, and assistant diagnosis of various diseases. For example, CNN has been used to
identify postures and instruments in surgical scenes and to assess surgical techniques. In
this proposal we will be focusing on how to approach constructing a cast for cleft using a
3D spatial model and then printing the 3D structure on a 3D printer using Deep learning
application.

At the moment there are a few machine learning solutions present which aim to restore
oral functionality at the cost of precision, normally training a machine learning model is
easier done on a smaller dataset as training a model on a bigger dataset the time taken
to execute is usually lengthy and the amount of learning rate is comparatively lower than
state of the art Deep Learning models like CNNs (convolutional neural networks) which
are capable of delivering high performance accuracy and learns information node by node,
layer by layer, pixel by pixel of the image mimicking a human brain end to end. Identifying
facial keypoints are the first step in detecting the region of interest of the affected facial
area. Hu, James B., et al. [6]

Al-based models are dominating in assisted diagnosis, simplifying pre-surgical planning,
and prognosis prediction. Understanding visual scenes from different angles becomes quite
important for such models so that it is able to understand the geometry and stitch a mesh 3D
model. A well studied deep architecture was unveiled by Meta at International Conference
on Computer Vision (ICCV) addressing how leveraging a Mask R-CNN framework on a
2D object infers a high resolution 3D structure. The model was trained on 10,000 pairs of
images on Pix3D dataset. Gkioxari et al. [7]

3 Methodology.

The proposed solution simplifies the construction of a cleft palate casting by analyzing the
depth in sample 2D images further converting the samples into a 3D spatial model.




3.1 Pipeline.

1. Capture Image of the region of interests using a smartphone.

2. Feed the image into a mobile application.

3. Image Synthesis to 3D model (Outlines a 3D spatial map analyzing key points and the
depth map).

4. Print a cheap 3D palate plate for the infant.

Capture Image of the Cleft Perform Image Pre- Implementing image Processed 3D model of 3D Printing of Cleft
Patient using a Mobile Processing, De-Noising Synthesis on 2D image for the inner palate Palate Cast
Application and Pixel Upscaling Spatial 3D Model based
on facial key points and
depth map
Fig 2.

3.2 Data Collection.

Our goal is to concentrate on the region of interest, the input image will be collected
across multiple hospitals from a range of patients having cleft. The ideal image should
be captured for a wide range of angles to stitch a 3D mesh using any smartphone.
These images will be uploaded through a mobile application and further be stored in
a block storage for further pre-processing and pixel up-scaling before training of the
neural network.

3.3 Image Processing.

All the captured images will need to go through a tightly cropped reshaping technique
of 128 x 128 pixels to maintain consistency among all images. All coloured images
need to be gray-scaled to determine contours, edges and localized regions of interest
will be processed for noise removal.



Fig 3. Cleft Sample Images. Stoll, Christian, et al. [8]

In the state where the sample of an image quality is blurred a up-scaling sampling
technique will be applied to minimize the mean squared error(MSE) incurred based on a
perceptual loss function using a deep residual network. In this step we train a generator
model to obtain the best performing super resolution loss function. Here, the super-resolved
image is ISR and the low resolution image is ILR and high resolution image IHR respectively.
Goodfellow et al. [9] assuming D is the discriminator function where G is the generator.
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Fig 4. CVPR 2017 - SRGAN [10]

The processed output will go pre modeling stage where we perform a series of data
augmentation techniques to generate new training sample (with existing limited samples)
by rotating, flipping adding jitters to data, shearing and random shuffling so while training
our model, it has a wide variety of perspective to learn from like real world scenarios. The
preprocessed output is transformed to a batch of 2D images ready to be fed to our neural
network.



3.4 Model Architecture.

Below is the proposed model architecture based on a neural rendering model (NeRF) that
constructs a 3D scene on encoding a 2D image. We will be using a transfer learning technique
to improvise the baseline model using ResNet-50 pretrained on ImageNet.
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Fig 5. Encoding 2D image to 3D structure using neural modelling.
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3.5 NeRF - Neural Radiance Fields.

Generating photo realistic models in 3D space is the motive behind neural rendering. It
works by processing 2D images and letting the model learn on itself pixel by pixel how
the image should look like in 3D space. It’s a challenge for neural networks to understand
the depth where each pixel intensity is computed in the range of 3 channels(RGB) of pixel
values 0-255. Blending images with proper lighting conditions is necessary for any such
models to look realistic and sharp. Neural Radiance fields as covered in the paper NeROIC
by Zhengfei Kuang et al. 2022.

NERF is a neural network that tries to infer the color, opacity and radiance of each pixel
using the images as inputs and guess the missing pixels for the small part of the objects that
aren’t present in the images. Legacy models usually need consistent lighting conditions and
multiple samples increasing the size of the dataset available. The neural model takes in the
image, segmentation masks it and makes assumptions based on positional and directional
arguments and builds a radiance field to find the first guess of the density and color of
each pixel. The rendering is separated from the lighting environment which improves the
overall efficiency to adapt with varying lighting conditions. Using a 3D convolution with
sobel filters the model analyses the edges on the 3D rendering. Spherical harmonics (group
of basis functions defined on the sphere surface) representation of radiance is used in the
lighting model optimizing the coefficients during training. This technique is prevalent in
calculating lighting in a 3D model. Kuang et al. [11] The output is a realistic 3D model with
a magnified amount of information which is what we are looking for in our 3D construction
of facial cleft palate. The improvement on baseline NeRF model is expected to surpass
with the inclusion of pretrained ResNet-50 as it will allow a broad perspective of different
parameters.



4 Expected Outcome.

The 3D output model can then be extracted and used to print a plaster cast for palatal
plates. The overall solution potentially can deliver quick 3D modeling under minutes, which
drastically reduces the time taken in surgical procedures. The slice thickness of the 3D cleft
palate should range from 0.5 to 1.5mm for best results. The inclusion of biomaterials and
BPA free plastic reduces the risk of treatment. Given the feasibility the proposed solution
can be deployed to larger markets with low income settings. The low cost prototype solution
can also be deployed to regions with difficult to get medical facilities. With the production
of 3D palate plates they can be implanted in the infants’ mouths suffering from cleft can
help in easier food intake.

5 Expected Timeline.

Timeline
September October November

Activity Tasks

Domain Understanding & Feasibility Study
Data Collection

Image Processing & Masking

12 - Week |Deep Learning Model Development
Deliverable |Monitoring & Evaluation
Deployment & CI/CD

Unit Testing & Continuous Retraining

Sprint : 6

Fig 6. Expected Ball Park Estimate

6 Conclusion.

The overall solution proposes a brief on simplifying the production of cleft palates using
deep learning techniques like neural modeling using radiance fields. In a way filling the gap
of technology in the health care sector. The Proposed solution has sufficient validity for pre
surgical therapeutic use for reconstruction of cleft palate.
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