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Problem Statement

To build, test and deploy a scalable self-learning AI Chatbot which can decipher the
meaning of a text and understand context between conversations. Improving communication and

pushing business forward, saving company costs and increase in revenue growth.

Data Exploration

We will be using a dataset archive from the Cornell Movie-Dialogue Corpus

Step 1 : Import all necessary library installations.

Step 2: Download the dataset from Cornell University repository. It is a corpus of large fictional
conversations extracted from movies.

Step 3: Run the bash script which downloads and stores the data to /data/cornell folder.

Model Implementation

Step 1: Starting with the first section Cornell. It consists of function modules stitched
together to load conversations and parse the dialogues from the Cornell movie dataset by
writing helper functions to retrieve conversations, extract genres, decipher phrases and

read dialogues.
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Step 2: The data section the save_emb_dict and load_emb_dict are two functions for
saving and loading tokens. The encode_words and decode_words simply encode and
decode the list of tokens to ids. To generate a dictionary mapping we have created a

function phrase_pair_dict.

Step 3: To train our model first we need to wrangle the training data. The iterate batches
function and splitting data into train and test sets using the split_train_test function.
Finally for training the dialogue data is loaded and converted using the load_data

function.

Special Tokens

UNKNOWN TOKEN = '#UNK' (unrecognized tokens)
BEGIN TOKEN = "#BEG" (beginning of the sequence)
END TOKEN = "#END" (end of sequence)

The Bilingual Evaluation Understudy (BLEU)

The BLEU is a metric which is used when we want to measure the quality of a text that
has been translated from a model. It assigns a single numerical score with respect to some
reference outputs. It calculates the ratio of unigrams, bigrams for the output and reference

sentences.

Step 4: Calculating the BLEU Score is done in the utility section using the cale_bleu for
one candidate and calc_bleu_many for multiple candidates. The other two functions
tokenize and untokenize are used to tokenize the sentence and convert the list of tokens

back to string.
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Modeling

Step 1: The model architecture is based on a RNN and LSTM backbone.

Step 2: The model encodes the input sequence and return the hidden state from the last step of
the encoder RNN.

Step 3: The function decode_chain_argmax is used to perform decoding of an encoded
sequence using argmax as a transition from the probability distribution to the token index.
Step 4: While training first approximation of the model the cross-trophy method is used.

The training artifacts are saved into the “saves” folder, with a batch size of 32 and learning
rate 1e-3 for 100 epochs.

Step 5: The BLEU score is updated and recorded with every single epoch and the progress

checkpoints are recorded on TensorBoard for 100 Epochs.

TensorBoard SCALARS  TIME SERIES
bleu
[[] Show data download links tag: bleu
Ignore outliers in chart scaling 08
. 0.7
Tooltip sorting method: default - s
0.5
Smoothing 0.4
—_ 0.6 = 03
0.2
. - 0 20 40 60 80 100
orizontal Axis —
DEO
RELATIVE WALL
bleu_test
Runs
. bleu_test
Write a regex to filter runs tag: bleu_test
Aug03_14-13-56_4b5b709746b7-crossent- 0.116
o)
comedy
0.112
O Aug14_20-06-47_a3efal6f95ec-crossent-c
omedy 0.108
TOGGLE ALL RUNS 0.104
Jcontent/drive/MyDrive/nlu-chatbot/runs 01
0.096
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Self Critical Sequence Training Approach

In this approach we are trying to implement reinforcement learning on the sequence to sequence
model to improve the overall performance.
Target -
e Improve multiple target sequencing
e Optimizing BLEU score
e [Improve convergence of model
We experimented with a batch size of 16, learning rate Se-4 for 1000 Epochs. The training is

highly GPU intensive and takes a long time to train.

TensorBoard SCALARS  TIME SERIES
loss_total
[[] show data download links
Ignore outliers in chart scaling loss_total
tag: loss_total
Tooltip sorting method: default - e
-7e-3
Smoothing 863
_— e 0.6 = 983
0.0
Horizontal Axis -0.011
RELATIVE WAL 0 1k 20k 30k 40k 50K
DED
Runs

skipped_samples
Write a regex to filter runs

O Aug03_14-13-56_4b5b709746b7-crossent- skipped_samples
comedy tag: skipped_samples
Aug14_20-06-47_a3efal6f95ec-crossent-c

v

. o omedy 0.046 :

o Aug14_232-51-07_a3efal6f95ec-sc-comed 0.04
y-test2

TOGGLE ALL RUNS 0.034 1
Jcontent/drive/MyDrive/nlu-chatbot/runs 0.028 [
0.022

0 10k 20k 30k 40k 50k
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Saved Model Checkpoints

After recording the model inference at, “saves”
e sc-comedy (self critical sequence training model - using reinforcement learning)
e crossent-comedy

My Drive » nlu-chatbot > saves > crossent-comedy

Name Owner Last modified by me ¥ File size
¥  epoch_090_0.781_0.109.dat me Aug 14,2022 19.3 MB
¥  epoch_080_0.778_0.113.dat me Aug 14,2022 19.3 MB
5 epoch_070_0.747_0.109.dat me Aug 14,2022 19.3 MB
5  epoch_060_0.707_0.108.dat me Aug 14,2022 19.3 MB
¥  epoch_050_0.665_0.109.dat me Aug 14,2022 19.3 MB
5 epoch_040_0.600_0.109.dat me Aug 14,2022 19.3 MB
¥  epoch_030_0.499_0.110.dat me Aug 14,2022 19.3 MB
s epoch_020_0.351_0.120.dat me Aug 14,2022 19.3 MB
5  epoch_010_0.228_0.116.dat me Aug 14,2022 19.3 MB
¥  epoch_000_0.162_0.120.dat me Aug 14,2022 19.3 MB
B  emb_dict.dat me Aug 14, 2022 89 KB

Deployment

The saved model is deployed to Telegram as a DBS-Assistant chatbot using Heroku.
Step 1: Save the model artifacts.

Step 2: Configure Telegram Chatbot. Goto https://core.telegram.org/bots#6-botfather
Step 3: Click on BotFather, a bot service from Telegram for Developers.

Step 4: Type /mewbot to create a new chatbot.


https://core.telegram.org/bots#6-botfather
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Step 5: Give a suitable name for the chatbot, DBS-Assistant

Alright, a new bot. How are we going to call it? Please choose a
name for your bot. 2

204
DBS-Assistant 99:05 4/

Good. Now let's choose a username for your bot. It must end in
“bot’. Like this, for example: TetrisBot or tetris_bot.

2205

DBS-AlBot _ ./ 2205

Sorry, this username is already taken. Please try something
different.

DBS-AlBot ., .,
DBS_Al_Bot ,, ;

Sorry, this username is invalid. .,

Donel! Congratulations on your new bot. You will find it at
t.me/DBS_Al Bot. You can now add a description, about section
and profile picture for your bot, see /help for a list of commands.
By the way, when you've finished creating your cool bot, ping our
Bot Support if you want a better username for it. Just make sure
the bot is fully operational before you do this.

Use this token to access the HTTP API:

5411645513 : AAFRzTYAJpvdWBTFrCHyDQjhoFZ77UKKgal
Keep your token secure and store it safely, it can be used by
anyone to control your bot.

For a description of the Bot API, see this page:
hitps://core telegram.org/bots/api

Step 6: Give an appropriate username to access the chatbot, DBS_AI_ Bot

Step 7: Copy the API token exposed by the chatbot service.
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dbs-ai-chatbot

O Personal ¢ >

GitHub €) swa rajshaw/dbs-ai-chatbot

Overview Resources Deploy Metrics

Add this app to a pipeline

Create a new pipeline or choose an existing
one and add this app to a stage in it

Deployment method

App connected to GitHub

Code diffs, manual and auto deploys are
available for this app.

Activity

Access

Settings

Add this app to a stage in a pipeline to enable additional features

@ Choose a pipeline <

Pipelines let you connect multiple apps n o
v together and promote code between them
v
Learn more, ®

GitHub

Connected

feroku Git
O o

Connected to [ swarajshaw/dbs-ai-chatbot by g swarajshaw

O Releases in the activity feed link to GitHub to view commit diffs

Pipelines connected to GitHub can enable review
apps, and create apps for new pull requests.

Learn more.

Container Registry

Disconnec!

Step 8: Commit all code base to Github, and connect the repository with Heroku.

Step 9: Deploy the Github branch on Heroku instance and wait for it to spin.

Manual deploy

Deploy the current state of a branch to this
app.

Deploy a GitHub branch

This will deploy the current state of the branch you specify below. Learn more.

Choose a branch to deploy

¥ main

< Deploy Branch



NLU Chatbot

Step 10: Activate the Procfile and Dyno Formation and turn it ON in the overview section and

hit launch.

dbs-ai-chatbot

g Personal ¢ >

GitHub €) swa rajshaw/dbs-ai-chatbot

Overview Resources Deploy Metrics Activity Access Settings

Configure Add-ons @

Installed add-ons

There are no add-ons for this app
You can add add-ons to this app and they will show here. Learn more

Configure Dynos @)

Dyno formation

This app is using free dynos

worker python3 telegram bot deploy.py ON

Collaborator activity @ Manage Access (3

shaw.swaraj16@gmail.com 1) 2 deploys

Latest activity

All Activity @

shaw.swaraj16@gmail.com: Deployed ca4sdsice
Today at 8:07 AM - v4 - Compare diff

shaw.swaraj16@gmail.com: Build succeeded
Today at 8:06 AM - View build log

shaw.swaraj16@gmail.com: Deployed sdzoes5d1
Today at 8:01 AM -v3

shaw.swaraj16@gmail.com: Build succeeded
Today at 8:00 AM - View build log

shaw.swaraj16@gmail.com: Build failed
Today at 7:58 AM - View build log

shaw.swarajl6@gmail.com: Enable Logplex
Today at 7:39 AM - v2

shaw.swaraj16@gmail.com: Initial release

Today at 7:39 AM - v1

Step 11: The chatbot is ready to be interacted with in the Telegram App. Search using the

username DBS_AI Bot.
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Step 12: The chatbot is capable of having context based basic conversation and it is able to retain

memory. It is in a state to decipher conversations and respond with context.

DBS-Assistant
Q- Q

hello | made this chatbot . ., . =
Hithere! ;o

how are you ;. o,

I'm good, thank you! How are you? .. ., .
I'am good ;.5

That's great! .,

do you know my name? . . ..
I'm sorry, | don't. .o
My name is Swaraj .. .,
That's a cool name! ,

Remember my name is Swaraj . ;, .

| will remember your name, Swaraj! . ;o

| study in Dublin Business School ., .

That's great! What do you study? .,
| am studying Master's in Artificial Intelligence ., ., .
That's really cool! Do you like it? .,

Itsfunandlloveit ... .

That's great!

08:11

do you remember my name ;. ., .

Yes, | remember your name, Swaraj. .

© Message
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